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ABSTRACT
Motivational interviewing is a counseling technique that involves the in-depth exploration of a person’s reasons for and against changing their behavior, and is particularly effective for substance use counseling. We are developing a computational framework that uses techniques from motivational interviewing to conduct substance use counseling sessions by simulating face-to-face interactions with a virtual agent. We evaluated the feasibility of using a virtual agent system that uses a constrained-input modality and dialogue trees to automate parts of motivational interviewing, and report the results conducted with patients at two substance use treatment facilities. We are extending this prototype to encompass all of motivational interviewing by processing information from unconstrained user speech. To that end, we report results from training a dialog act prediction model on 132 transcripts of patient-provider counseling sessions. Our best model realized an F1 score of 0.62, recall of 0.61, precision of 0.65 and accuracy of 0.6 across five classes. This indicates reasonably good performance, highlighting the potential of this approach.
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1 INTRODUCTION
Over 35 million people worldwide have a substance use problem, with many struggling with opioid addiction [21]. Motivational interviewing (MI) is a face-to-face counseling method that has been shown to be particularly effective for helping individuals with substance use disorder [26]. MI aims to increase a person’s motivation for change through a variety of techniques, many of which require eliciting multi-utterance, open-ended responses from clients [18].

Clients may resist resolving their substance use problem, and MI is an effective tool for counselors to decrease this resistance and move them towards willingness to take action. Client expressions that indicate this willingness are known as change-talk and the opposite is called sustain-talk. Reflective listening is particularly important in MI; this entails the counselor listening intently to the client as they speak freely and then repeating, paraphrasing, or summarizing part of what was said. This technique promotes client autonomy and gives counselors the opportunity to steer the conversation in a particular direction without seeming coercive.

Given MI’s effectiveness, it is unfortunate that many patients do not have access to MI counselors. And even when they do, high treatment costs may render them effectively unavailable. Automated MI-based substance use counseling with a virtual counselor thus has the potential for significant societal impact. Some MI techniques have been successfully implemented in agent-based counseling systems, for example using constrained user input [27] or spoken input using Markov decision processes [33].

However, the core techniques of MI must be used correctly for a session to be successful, namely asking open questions, affirm positive client behavior, use reflective listening to be attentive, and give summary reflections to let the client know they’re being heard [18]. These techniques require counselors to respond appropriately to richly nuanced and idiosyncratic expressions that their clients make. Additionally, they must recognize subtle interactional behaviors (e.g., turn-taking, engagement, avoidance, and withdrawal) and effectively manage the therapeutic agenda of the counseling session itself. Automating all of these behaviors requires models capable of reacting to complex patterns of human behavior, demanding data-driven approaches trained on corpora of successful counseling sessions.

We are developing a fully-automated virtual substance use counselor agent capable of conducting a speech-based interaction with clients, incorporating expert MI counseling techniques. This work builds on knowledge from the field of counseling psychology, past work on designing intelligent virtual agents, and using a machine learning natural language processing approach to dialog systems.

In this paper, we first discuss related work, then present work towards the development of an automated counseling framework that can leverage all of MI. First, we present results from a pilot study evaluating patient acceptance of a virtual agent counselor that uses constrained user input and relatively simple dialog models. Then we describe our results from initial modeling of patient-provider counseling sessions.

2 RELATED WORK
Our work builds on existing research into the use of virtual agents for motivational interviewing, and other forms of face-to-face counseling. We also draw from work on modeling aspects of MI and patient doctor exchanges, such as automatic session transcript annotation.
2.1 Virtual Agents and Motivational Interviewing

Schulman et al. (2011) created a conversational agent system that had constrained user input (menu options) and used MI for long-term behavior change [27]. They developed a counseling framework that allowed the agent’s dialog system to use methods like MI in its planning of therapeutic actions. In a longitudinal evaluation study, participants rated the agent higher than neutral on ratings of satisfaction, empathy, MI spirit (a measure of MI fidelity), and relational closeness, and an expert on MI rated the agent’s empathy levels and MI spirit highly [1].

In a study of a similar agent for alcohol use screening and brief intervention, participants reported a therapeutic alliance significantly greater than neutral and their alcohol consumption frequency and quantity was reduced, compared to baseline [35].

Lisetti and colleagues developed and evaluated spoken dialog agent systems for conducting brief health interventions, such as motivational interviewing for people with alcohol use problems [15, 16, 33]. These systems are based on a Markov decision process framework that uses reinforcement learning on data collected from user interactions to optimize its dialog policy. They found that a system that had been optimized over user interactions achieved a higher rate of task completion, user likeability, and perceived accuracy [33]. They also developed empathic virtual agents for delivering motivational interviewing that adapt their verbal and non-verbal behavior to that of the user during counseling sessions. They found that interactions with the empathic agent compared to the non-empathic one led to more positive attitudes, higher intention to use the system again, greater perceived enjoyment, higher perceived sociability, higher perceived usefulness, greater sense of social presence, higher levels of trust, a higher rating of anthropomorphism, greater likability, higher levels of animacy, greater perceived intelligence, and greater perceived safety [16].

All of these systems use a very limited set of techniques from MI, and do not process complex unconstrained client speech in any meaningful sense, for example to generate complex reflections that act to both ground the client utterance [18] and advance the therapeutic agenda.

2.2 Modeling Motivational Interviewing Dialog using Machine Learning

Automatic annotation of MI session transcripts has the potential to allow researchers to analyze the quality of patient care at a scale not possible using manual annotation. We review prior efforts toward this end below.

Wallace et al. showed the feasibility of using machine learning to automatically classify utterances in transcripts of patient-provider communication. They used a conditional random field (CRF) [13] to estimate the probabilities of six relatively high-level topics, achieving an inter-rater reliability (κ) between the model and human annotators of 0.49 and an average accuracy of 0.64 [30]. They also modeled topics and speech-acts in utterances comprising patient-provider interactions jointly, which achieved better performance than a model in which topics and speech-acts were modeled independently [31]. They later extended this model to incorporate parameters representing individual doctors’ speech acts, and clustered physicians on the basis of these. The induced groupings were found to correlate significantly with the scores of patient ratings of physician communication [29].

Gibson and colleagues used a Recurrent Neural Network (RNN) — specifically an Long Short-term Memory (LSTM) [9] — to: (1) classify the Motivational Interviewing Skills Code labels per utterance, and; (2) predict counselor session level empathy ratings. They used these dialog turn level behavioral acts as an encoding for a session level empathy rating. This approach outperformed training the empathy predictor without these intermediary dialog acts [7].

Pérez-Rosas et al. provided further evidence that RNNs are a good fit for modeling MI sessions. In this work, the authors modeled motivational interviewing sessions to automatically identify certain counselor behaviors. They annotated 277 transcribed MI sessions using a standard coding scheme, which measures counselor MI proficiency by evaluating verbal behaviors, such as reflective listening. They showed that using a feature set combining semantic and syntactic features leads to higher model performance, as compared to using bag-of-word features, and that a Gated Recurrent Unit model [4] (a particular type of RNN) achieved the highest performance for annotating counselor reflections [24].

Hasan and colleagues investigated MI counselor communication strategies from annotated transcriptions of patient-provider data. Using a model that takes the sequence of events into account, they found that there are dependencies between effective MI strategies that go beyond just the last turn of talk and provided further evidence that there are long-range dependencies in the data [8].

3 Computational Framework Development

Our ultimate goal is to simulate all of MI in a natural, unconstrained, speech-based interaction between a user and a virtual counselor. However, to use a natural language interface in an automated agent introduces considerable challenges, such as: understanding natural language, deciphering pragmatics (e.g., turn-taking), and language generation for the agent’s response. Our proposed framework has a dialog manager that uses modules for these specialized tasks and follows the standard architecture of a spoken dialog system (Figure 2) [34]. An input manager converts speech to text and processes the raw audio before sending it to a dialog manager. The dialog manager maintains the history of the conversation and the context, as well as any domain specific knowledge relevant to the MI counseling task. The modules component would include any task-specific models trained on patient-provider data.

Before spending resources on further framework and MI model development, however, we wanted to know if patients in treatment for substance use disorder would accept a virtual agent as a counselor. We therefore developed a prototype system and evaluated the acceptance of the interface.

3.1 Feasibility Pilot Study

We recruited individuals diagnosed with opioid use disorder at two outpatient clinics in two cities (approved by ethics review boards at both locations) to evaluate our prototype. Our virtual counselor is an Embodied Conversational Agent [3], an on-screen computer
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<table>
<thead>
<tr>
<th>Item</th>
<th>Anchor 1</th>
<th>Anchor 2</th>
<th>Median (IQR) - Wilcoxon</th>
</tr>
</thead>
<tbody>
<tr>
<td>How satisfied are you with the agent?</td>
<td>Not at all</td>
<td>Very satisfied</td>
<td>6.5 (2.5) W=270 p&lt;.05</td>
</tr>
<tr>
<td>How willing are you to continue working with the agent?</td>
<td>Not at all</td>
<td>Very willing</td>
<td>5.5 (2) W=225 p&lt;0.05</td>
</tr>
<tr>
<td>How much do you trust the agent?</td>
<td>Not at all</td>
<td>Very much</td>
<td>6.5 (2) W=261 p&lt;.05</td>
</tr>
<tr>
<td>How much do you like the agent?</td>
<td>Not at all</td>
<td>Very much</td>
<td>7 (1) W=306 p&lt;.05</td>
</tr>
<tr>
<td>How repetitive was the agent?</td>
<td>Not at all</td>
<td>Very repetitive</td>
<td>1 (1) W=54 p&lt;.05</td>
</tr>
<tr>
<td>How easy was it to talk to the agent?</td>
<td>Not at all</td>
<td>Very easy</td>
<td>7 (0.75) W=297 p&lt;.05</td>
</tr>
<tr>
<td>How interesting was the agent?</td>
<td>Not at all</td>
<td>Very interesting</td>
<td>7 (2) W=261 p&lt;.05</td>
</tr>
<tr>
<td>How would you characterize your relationship with the agent?</td>
<td>Complete stranger</td>
<td>Close friend</td>
<td>3.5 (2.75) n.s.</td>
</tr>
<tr>
<td>Do you feel like the agent cares about you?</td>
<td>Not at all</td>
<td>Very much</td>
<td>4.5 (3.25) n.s.</td>
</tr>
<tr>
<td>Do you feel like you and the agent understand one another?</td>
<td>Not at all</td>
<td>Very much</td>
<td>4.5 (1.75) W=216 p&lt;.05</td>
</tr>
<tr>
<td>Was the agent honest about what she thought of you?</td>
<td>Not at all</td>
<td>Very honest</td>
<td>5.5 (3) W=234 p&lt;.05</td>
</tr>
<tr>
<td>How close do you feel you and the agent are?</td>
<td>Not at all</td>
<td>Very close</td>
<td>2.5 (2) W=99 p&lt;.05</td>
</tr>
<tr>
<td>How honest were you with the agent?</td>
<td>Not at all</td>
<td>Very honest</td>
<td>7 (0) W=324 p&lt;.05</td>
</tr>
<tr>
<td>Would you have preferred speaking to a person about this topic?</td>
<td>Preferably a person</td>
<td>Preferably the agent</td>
<td>4 (1.75) n.s.</td>
</tr>
</tbody>
</table>

Table 1: The single item measures assessing general agent acceptance on a scale from 1-7. The last column shows whether participants’ ratings were significantly different compared to a neutral rating of 4.

Figure 1: The opioid use disorder agent featuring a menu of user options displayed every turn.

character that displays non-verbal conversational behavior along with its speech, providing patients with a natural and intuitive interface for face-to-face interaction. The virtual counselor was designed to support patients in medication assisted treatment for opioid use disorder; a treatment for individuals who have stopped substance use but are at risk of relapse. The agent spoke using a synthetic voice and the dialog was driven by a hierarchical task network with template-based text generation. Participants used a constrained interface for input, namely by selecting a response at every turn from a menu of options (Figure 1).

This prototype system led participants through activities shown to increase the chances of mitigating relapse, namely emotional recognition and mindfulness with deep breathing [2]. The interaction included standard MI practices, such as giving participants a chance to express whether they want to continue (or not) at crucial moments in the dialog, reflecting participant choices back to them (based on their constrained input), and using techniques like the ‘readiness ruler’ to measure a client’s readiness to maintain abstinence.

Participants were recruited at an addiction treatment hospital in Reykjavik (Iceland) and a treatment facility in Boston (Massachusetts), with an eligibility criteria of being in medication assisted treatment for opioid use. Following consent, they filled out a demographics questionnaire, conducted a 15 minute conversation with the agent on a laptop computer, filled out a questionnaire about the interaction with the agent (Table 1), and participated in a short semi-structured interview about their experience with the agent.

A total of 23 participants successfully completed the study. Their average age was 40.22 years (SD 10.26), ranging from 23 years to 67. 22% were female, most were single, had stable housing, and had not graduated high school. The results showed that the participants were satisfied with the agent, wanted to continue working with her, trusted her, liked her, did not think that she was repetitive, felt it was easy to talk to her, and that she was interesting. Participants also felt that they and the agent understood one another, that the agent was honest about what she thought of them, that they had been honest towards the agent, and that they did not prefer speaking to a human over an agent (or vice versa) about this topic. Furthermore, participants felt that their relationship with the agent was neither close nor distant and that she neither cared too much or too little about them (Table 1).

Assessments collected from the dialog with the agent revealed that participants liked performing the deep breathing exercise with the agent (4 vs. 19, X2(1)=9.78, p<.05), and most believed that this experience will help them in their recovery (4 vs. 19, X2(1)=9.78, p<.05). Additionally, all 23 participants were willing to self-disclose personal information about their drug use to the agent.

In the semi-structured interview, 50% of participants indicated that they would like to use a virtual agent like ours to support them in their recovery. About 35% said they would definitely use some kind of technology for support. However, 15% said they would...
never use any kind of technology for treatment support. Patients also suggested that the language of the interactions should be dynamically tailored to how long they’ve been in treatment and that the system better simulate real conversations, e.g., being allowed to speak freely as opposed to using the dialog menu options.

In summary, patients in medication assisted treatment had a generally positive reaction to a virtual agent discussing topics related to opioid use disorder therapy with them. They expressed high levels of trust in the agent and desired to work with her again. Patients were largely satisfied with the overall experience; however, measures capturing the perceived relational closeness with the agent were low. The interviews revealed that participants felt that one session was too early to talk about having any kind of relationship with the agent.

Given the positive reception of the virtual counselor prototype, we felt confident in moving forward with our framework development and took steps towards further simulation of motivational interviewing in a natural speech-based interaction.

### 3.2 Predicting Counselor Actions

Our first step towards a speech-based MI counseling system is predicting counselor dialog acts from text. The current focus is on creating a model that predicts the next counseling move, given the dialog context and data from annotated MI counseling session transcripts. Dialog systems typically have a defined set of user intents that the system infers given the current dialog state. Our approach directly predicts the counselor’s next action at any given time, provided the dialog history and context, without explicit definition of intents or dialog state variables. This prediction can then be used, for example, to generate a response conditioned on this information and the dialog context [11].

For our experiments we used 164 annotated counseling sessions collected during brief motivational interviewing sessions about alcohol use in an emergency room setting [19]. The annotation was conducted by researchers seeking to understand the mechanisms of behavior change and were therefore coded using a variety of coding schemes, including the Generalized Behavioral Intervention Analysis System (GBIAS) and the Motivational Interviewing Skill Code (MISC) [10]. The MISC was created to assess clinician adherence to using motivational interviewing and the overall integrity of its use [20], therefore, every utterance in the data set has the MI actions of the counselor codified.

We adapted the MISC labels for our counselor move prediction task, using only the labels relevant for our purposes (Table 2). Crucially, we shifted the data set so that every set of counselor and patient utterances at time $t$ were tagged with the counselor label at time $t + 1$; i.e., our prediction target here is the next move to take. Each session was split into multiple components, as specified by the team that annotated the original data set [10], opening up the possibility of modeling sequences of utterances at a finer level of detail than the session as a whole. Additionally, every session was split into utterances, where an utterance was defined as a stretch of text constituting a single speech-act from the GBIAS coding scheme, and each utterance annotated with a speaker label, topic, speech-act, session component, and MISC label. Table 3 shows three data samples from our data set. Each row consists of a component type, provider utterance, patient utterance, and a label denoting the next action (or move) the counselor should make.

Focusing on this action prediction task, we conducted a series of experiments using a variety of modeling techniques and compared the results (Table 4). We split the data set into a training and validation set of 132 sessions, leaving 32 as a held-out test set. Our training set consisted of 2154 sequences (session components) and our test set had 617. A sample snapshot of the data is provided in Table 3.
Towards a Computational Framework for Automating Substance Use Counseling

### Original MISC labels | 7 Label Experiments | 5 labels experiment
--- | --- | ---
Open question | Question [qu] - What does a typical week of drinking look like for you? | Question [qu]
Closed question
Simple reflection | Reflection [ref] - Sounds like you’re typically drinking two beers | [ref]
Complex reflection
Giving information | Giving information [gi] - This number shows how many drinks you had | Giving information [inf]
Structure | Structure [st] - In this first part, we’ll talk a little bit
Facilitate | Facilitate [fa] - Mhmm | Grounding [gr]
Filler
Acknowledgement
Affirm | Affirm [af] - That was a good thing you did | NA
Emphasize control
Support
Other [o] | NA | Shift [sh]

**Table 2:** The labels we used in our experiments, their corresponding original MISC label, and example utterance.

<table>
<thead>
<tr>
<th>Component</th>
<th>Provider Text</th>
<th>Patient Text</th>
<th>Label (next move)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>How does that sound?</td>
<td>That sounds fine.</td>
<td>Shift</td>
</tr>
<tr>
<td>2.2</td>
<td>Okay</td>
<td></td>
<td>Question</td>
</tr>
<tr>
<td>2.2</td>
<td>So I’d like to start off with tell me about a typical week of drinking for you.</td>
<td>A typical week of drinking, well I don’t really have a typical week of drinking.</td>
<td>Grounding</td>
</tr>
</tbody>
</table>

**Table 3:** A snapshot of the data we used to train our models.

The first model we considered comprised a linear support vector machine [23] over utterances represented as ‘bag of words’ frequency–inverse document frequency (TF-IDF) vectors. The second was a standard Conditional Random Field (CRF) model with over distributed representations of utterances extracted via Doc2Vec [14].

The third model we considered used two LSTMs to model the data. The word embedding layer was initialized via pre-training on the data set of transcripts using the Word2Vec continuous bag of words (CBOW) objective [17, 25]. Each word was embedded into a 50 dimensional space. We created separate embeddings for the patients and providers. Then, each word embedding was passed through an LSTM with hidden layer size of 64. Following each pair of patient-provider embeddings, the hidden layer of this ‘word’ LSTM was used as input to a second ‘context’ LSTM (or ConLSTM) with an input dimension of size 64 and hidden layer size of 64. We then transformed the output of the ConLSTM into a vector of dimension tagset-size and ran this through a SoftMax layer to yield probabilities over the label set; the predicted label was taken as the category associated with the highest predicted probability. Figure 3 depicts the ConLSTM architecture with an additional CRF layer.

We also experimented with the Transformer architecture [28]. Specifically, we used Bidirectional Encoder Representations from Transformers (BERT) [6], fine-tuned on our data set [32]. We performed the classification task for each utterance using the [CLS] embedding induced by BERT.

Another model we considered used the output from the ConLSTM as features to a CRF that then produced the final output (Figure 3). In this case, the output of the ConLSTM is then transformed into a vector of dimension tagset-size that is then used as a feature in the CRF. The CRF ultimately makes the prediction for an entire sequence jointly, which requires a ‘decoding’ pass.

Finally, the last model we considered consumed the output from the BERT-base model per utterance as additional features for the ConLSTM-CRF model.

All the deep neural network models were implemented using the PyTorch library [22]. Each LSTM was uni-directional, had one layer, and no dropout. To fit the model we used the Adam optimization algorithm [12] using the default parameters in the PyTorch implementation: \(\eta = 0.001; \beta = (0.9, 0.999); \epsilon = 1e-8; L2 = 0\).

We report macro-averaged precision, recall, and F1 scores for each model (Table 4). Precision is defined as the number of **true positives** (TP) divided by the sum of TP and **false positives**. Recall is TP divided by the sum of TP and **false negatives**. F1 is defined as

\[
F1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]  

(1)
<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 Labels Task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Majority label only</td>
<td>0.07</td>
<td>0.05</td>
<td>0.14</td>
<td>0.34</td>
</tr>
<tr>
<td>Linear SVC + TF-IDF</td>
<td>0.26</td>
<td>0.25</td>
<td>0.28</td>
<td>0.37</td>
</tr>
<tr>
<td>CRF + Doc2Vec</td>
<td>0.28</td>
<td>0.26</td>
<td>0.29</td>
<td>0.46</td>
</tr>
<tr>
<td>ConLSTM</td>
<td>0.32</td>
<td>0.35</td>
<td>0.32</td>
<td>0.42</td>
</tr>
<tr>
<td>BERT-base w/fine-tuning</td>
<td>0.37</td>
<td>0.34</td>
<td>0.37</td>
<td>0.47</td>
</tr>
<tr>
<td>ConLSTM-CRF</td>
<td>0.41</td>
<td>0.44</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>ConLSTM-CRF + BERT</td>
<td>0.41</td>
<td>0.44</td>
<td>0.39</td>
<td>0.5</td>
</tr>
<tr>
<td>5 Labels Task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Majority label only</td>
<td>0.11</td>
<td>0.07</td>
<td>0.2</td>
<td>0.37</td>
</tr>
<tr>
<td>ConLSTM-CRF</td>
<td>0.62</td>
<td>0.65</td>
<td>0.61</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 4: Results from experiments using a variety of techniques for predicting the next counselor move, given the current counselor and patient utterances and the dialog context, as well as showing a comparison to predicting the majority label only. The columns show macro-averages, treating every class equally.

![Figure 3: The ConLSTM-CRF model architecture. Each sequence (S) is a session component. Each component contains data samples (d) consisting of a label and patient-provider utterances. The model ultimately outputs a predicted label (l) for each d in the sequence.](image-url)
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We found that the ConLSTM-CRF and the ConLSTM-CRF + BERT performed the best out of these modeling approaches. Since they performed roughly the same, we chose to use the simpler model for our next task.

Following these initial experiments, we reorganized the dialog acts we were using to better reflect the types of moves we want the virtual counselor to make. First, we combined ‘acknowledgments’, ‘fillers’, and ‘facilitations’ into one move called grounding [5] and then we combined the general ‘giving information’ code and ‘session structure’ code to a new inform move. Lastly, we added a new move called a shift wherever the counselor moves to a new component of the MI session. The counts for each of the codes used in our final model are shown in Figure 5.

Using the best performing model from our previous experiments, the ConLSTM-CRF, we trained a new model. Overall, the model had an F1 of 0.62, precision of 0.65, recall of 0.61, and average accuracy of 0.59 across all five labels (Table 4). All scores presented are macro averages. Looking at the results per label (Figure 4) showed that a shift move got the highest F1 score (F1=0.91, precision=0.99, recall=0.84), followed by grounding (F1=0.70, precision=0.63, recall=0.79), then an inform move (F1=0.54, precision=0.55, recall=0.54), next a move to reflect (F1=0.49, precision=0.55, recall=0.44), and lastly a question move (F1=0.48, precision=0.52, recall=0.44).

4 CONCLUSION

We are developing a computational framework for conducting automated motivational interviewing for patients with substance use disorder using a virtual counselor. Results from a pilot study demonstrated that a virtual agent can lead sessions where some MI techniques are used and that individuals with substance use disorder find the virtual counselor acceptable.

We also reported results in using modern machine learning methods to automate additional aspects of MI. The models were trained using annotated patient-provider interaction session transcripts and we presented results from training several models that predicts a next counseling move for an agent to make, given the utterances of the provider and patient at any given dialog turn. Our best model used a custom architecture that combines a deep learning
approach (LSTMs) with a sequence modeling method (CRF). The model achieved reasonable performance in terms of predicting five high-level counseling moves, indicating that this approach warrants additional research.

4.1 Limitations

Our work has several limitations. The participants in the pilot represent one set of the patients that might ultimately engage with a system such as this. Additionally, the pilot study did not have a control condition, which would have allowed us to make stronger claims about the effect of the agent.

The data we used to build and evaluate our models was collected in an emergency room setting, which may not be a context that generalizes to all use cases. Our methods are also limited in scope; the algorithms we used may not be the most fitting for the task. Therefore, we make no claims about the transferability of the particular models we trained to different domains; however, we believe similar steps can be taken to develop a counseling system for patients with different SUDs by training the models on data from the relevant domains. Further trials exploring a greater variety and combinations of models are required.

4.2 Future Work

With these limitations in mind, we continue to work towards an automated computational framework for providing MI to substance use patients. Our immediate next task is to improve on the current counselor move prediction models that we have developed. Other near-term tasks are to add features derived from the raw audio signal to our models and study the effects of adding speech control condition, which would have allowed us to make stronger claims about the effect of the agent.
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