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ABSTRACT 
Longitudinal agent-based interventions only work if people 
continue using them on a regular basis, thus identifying users 
who are at risk of disengaging from these applications is 
important for retention and efficacy. We develop machine 
learning models that predict long-term user engagement in three 
longitudinal virtual agent-based health interventions. We 
achieve accuracies of 74% to 90% in predicting user dropout in a 
given prediction period of the intervention based on the user’s 
past interactions with the agent. Our models contain features 
related to session frequency and duration, health behavior, and 
user-agent dialogue content. We find that the features most 
predictive of dropout include number of user utterances, percent 
of user utterances that are questions, and the percent of user 
health behavior goals met during the observation period. 
Ramifications for the design of virtual agents for longitudinal 
applications are discussed.   

CCS CONCEPTS 
• Human-Centered Computing → Human Computer 
Interaction (HCI) 

KEYWORDS 
Engagement prediction, dropout prediction, longitudinal 
interventions, health interventions, conversational agents 

ACM Reference format: 

H. Trinh, A. Shamekhi, E. Kimani, and T. Bickmore. 2018. Predicting User 
Engagement in Longitudinal Interventions. In Proceedings of the 18th 
ACM International Conference on Intelligent Virtual Agents, Sydney, 
Australia, November 2018 (IVA’18), 8 pages. 
https://doi.org/10.1145/3267851.3267909 

                                                
 Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or 
distributed for profit or commercial advantage and that copies bear this notice and 
the full citation on the first page. Copyrights for components of this work owned 
by others than the author(s) must be honored. Abstracting with credit is permitted. 
To copy otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. Request permission from 
Permission@acm.org.  
 
IVA’18, November 5-8, 2018, Sydney, NSW, Australia 
© 2018 Copyright held by the owner/author(s). Publication rights licensed to ACM. 
ACM 978-1-4503-6013-5/18/11$15.00 
https://doi.org/10.1145/3267851.3267909 
 

1 INTRODUCTION 
Virtual agents that play the role of counselors, coaches or 
educators in healthcare and other fields require user retention 
and engagement over long periods of time in order to be 
effective. For example, an automated exercise coach may require 
a series of conversations with a user spanning months or years 
in duration, and intelligent tutoring systems may ultimately be 
designed to lead students through semester-long classes or even 
become life-long learning companions. Designing such systems 
requires approaches to maintaining user engagement over 
dozens, if not thousands, of interactions. Engagement is crucial, 
because it is typically a prerequisite for other system objectives: 
if a user stops interacting with a system, then it cannot have any 
further impact.  

Previous research has explored strategies that a virtual agent 
application can use to boost user engagement, including 
variability in appearance and behavior [5], agent backstories [4], 
rap performance [25], co-constructed storytelling with the user 
[13], automatic camera motion [29], and social and relational 
dialogue with the agent [3]. However, these studies did not 
investigate the assessment and prediction of engagement in 
order to dynamically intervene with engagement techniques 
when needed to prevent users from disengaging or discontinuing 
use.  

Several recent studies have developed and evaluated machine 
learning models for predicting user engagement across different 
non-agent applications [8,30,31]. For example, Sano et al. [31] 
developed a user dropout prediction model based on usage data 
collected from a commercial chatbot during a 2-month 
observation period, and achieved an accuracy of 77.6%. These 
existing studies, however, did not take into account behavior-
related factors, which might be key in predicting long-term user 
engagement in behavior change interventions.  

In this work, we report on the development of machine 
learning models that can predict future engagement for 
individual users in longitudinal virtual-agent based 
interventions, based on features derived from prior interactions. 
Our models were trained on 3 datasets containing usage data 
collected from 3 virtual agent-based health interventions, used 
by different user populations and deployed on different 
platforms (kiosk, web, mobile). In addition to basic features 
related to user-agent session time and frequency, we also 
included features related to user health behavior and dialogue 
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content. Evaluation results showed that our dropout prediction 
models achieved accuracies of 74% to 90% across the three virtual 
agent systems. We conclude by summarizing common factors 
that robustly predict user engagement or disengagement across 
virtual agent applications. 

2 RELATED WORK 
In this section, we first review existing theories related to long-
term user engagement and strategies for promoting engagement 
with conversational agents in longitudinal behavior change 
interventions. We then discuss previous work on prospective 
user engagement prediction.  

2.1 Concepts and Theories of Engagement 
User engagement is crucial to any human-computer interaction. 
Prior HCI research has described several theories and 
frameworks related to both short-term cognitive engagement (e.g. 
experience of flow [14,23] and enjoyment while interacting with 
a technology [24]), and long-term engagement that spans over an 
extended period of time. In our current work, we focus on the 
latter concept of user engagement, defined as the ‘duration and 
depth of usage’ of a system over time [12]. There are several 
related measures of long-term user engagement with a system in 
longitudinal interventions, such as: the number of voluntary 
interactions that users choose to have with the system in a given 
time period, the length of time they adhere to the system 
recommendations, or retention (i.e. the number of users who 
complete an intervention) [5]. In the context of learning 
activities, engagement can also be measured in terms of the 
learner’s behavioral involvement and emotional reactions [32]. 

Long-term and meaningful engagement with the system has 
been shown to strongly impact users’ behavior change in Digital 
Behavior Change Interventions (DBCIs) [22]. Perski et al. [26] 
presented a conceptual framework in which long-term 
engagement in DBCIs is directly influenced by factors such as 
the delivery, context, and setting of the intervention.  Bickmore 
and Picard [6] proposed a theory based on a personal 
relationship model for promoting long-term engagement. Their 
theory highlights four factors that can influence long-term 
engagement with a system positively and negatively. According 
to this theory, the user’s perception of their benefits during the 
interaction, and the user’s perception of their investment in the 
system may increase the user’s commitment to the system, while 
the user’s perceived cost, and their perception of other applicable 
alternatives to the system may negatively influence their 
engagement in the long-term.  

2.2 Maintaining Long-term User Engagement 
Researchers in HCI and behavioral science have described 
several factors, such as goal setting [34], reminders [20], 
feedback [27] and rewards [17], that are associated with higher 
engagement in longitudinal interventions. In the field of 
conversational agents, social dialogue [11] and games [15] have 
been shown to positively impact user engagement.  

Relational agents [1] have also been shown to be an effective 
medium for improving long-term engagement in systems 
designed to promote behavior changes. Relational agents are 
conversational virtual characters designed to form long-term 
social-emotional relationships with their users [6]. These 
relational agents have been used as virtual coaches to motivate 
and guide users through a behavior change process in different 
contexts [18,21,28]. In a longitudinal study of physical activity 
promotion, Bickmore et al. [2] showed that increasing the 
agent’s dialogue and appearance variability led to higher user 
engagement. Another study also demonstrated the positive 
effects of giving a human back story to the agent on user 
engagement [4]. In addition, Battaglino and Bickmore [13] 
conducted a study to examine the effects of co-constructed social 
storytelling on user engagement with conversational agents.  
Results of the study indicated that engagement could be 
improved by allowing users to contribute to a story through 
meaningful questions. Another approach to promoting user 
engagement is to treat it as a behavioral variable. For example, 
Bickmore  et al. [7] showed that patients interacted with a 
system more often when the agent reminded them about the 
importance of frequent interactions and provided personalized 
feedback based on their interaction frequency. 

2.3 Prospective Engagement Prediction 
Recent studies have developed and evaluated machine learning 
models for predicting user’s continued engagement with 
technology over time in different domains, from intelligent 
virtual assistants [31] to online MOOCs [8] and only health 
forums [30]. Of most relevance to our present study is Sano et 
al.’s work on predicting prospective user engagement with 
virtual assistants [31]. Using a large dataset of 4-month user logs 
of 348,295 users with a commercial intelligent assistant, the 
researchers developed two models to predict how frequently a 
user will engage with the assistant in the future given their past 
dialogue history. The models were trained using 338 features 
related to user utterance frequency, system response frequency, 
interaction time interval, and user profile. Evaluation results 
showed that their dropout prediction model could predict 
whether users would stop using the assistant with 77.6% 
accuracy after observing 2 months of their dialogue activities. In 
our work, we adopted several features used in Sano et al.’s 
models, while adding new dialogue and behavioral features 
specific to virtual agent-based health behavior change 
interventions. 

Although it did not feature a virtual agent, Sadeque et al. [30] 
conducted a related study on predicting continued participation 
in online health forums. Using a large dataset collected from a 
support group-based social networking site, the researchers 
developed models that observe user activities for one month and 
could predict whether a user will continue participating in the 
support group in the future with 83% accuracy. 

While not directly targeting user engagement. Kiseleva et al. 
[19] and other researches [16] developed models to predict user 
satisfaction with intelligent assistants, a factor that is a precursor 
to user engagement. Using a variety of interaction signals, 
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including voice commands, physical touch gestures and reading 
patterns, Kiseleva et al. [19] showed that their model achieved 
81% prediction accuracy of user satisfaction. These studies, 
however, differ from our work in their focus on open-ended, 
dialogue-based search tasks. 

3 ENGAGEMENT PREDICTION MODELS 
In this section, we first introduce three conversational agent 
systems from which we obtained training data for engagement 
prediction, before describing our prediction models.  

3.1 Conversational Agents for Healthcare 
Our engagement prediction models were developed with user 
logs collected from three embodied conversational agent systems 
designed to deliver longitudinal interventions for different health 
problems. Together, these systems represent a diversity of 
deployment platforms, usage settings, target use frequencies, and 
target user populations, enabling us to develop more 
generalizable models.   

Each system features an animated female character that 
communicates with the user using synthetic speech. The agent’s 
nonverbal behavior is generated using BEAT [9], and includes 
facial expressions, eyebrow movement, head nods, directional 
gazes, as well as a range of iconic, emblematic and deictic 
gestures. Human-agent dialogues are scripted using a custom 
hierarchical transition network-based scripting language. User 
input to the conversation is obtained via multiple choice 
selection of utterance options, updated at each turn of dialogue. 
 
3.1.1 Carmen: Agent for Physical Activity Promotion 
Carmen [18] is a desktop-based bilingual virtual advisor 
designed to promote physical activity among older Latino adults 
(Fig. 1a). Deployed on kiosks at five community centers in 
California, Carmen engages users in a 12-month intervention 
during which she provides individually tailored counseling on 
physical activity. During the intervention, users are instructed to 
wear a pedometer that tracks their daily walking steps. A typical 
session with Carmen includes: (1) greetings; (2) social chat; (3) 
review of walking steps since the last session based on the 

pedometer data; (4) personalized feedback on the user’s progress 
in reference to their current walking goal; (5) goal setting for the 
period between the current and the next session; and (6) 
educational content. Carmen can talk with the user in either 
English or Spanish. The intended session frequency for this 
program is once-per-week for the first 2 months and twice-per-
month for the remaining 10 months [18].  

We obtained user logs of 114 older adults who were enrolled 
in a 12-month randomized controlled trial to evaluate the 
efficacy of the intervention. We extracted usage data of the first 
8 weeks of interaction for each participant and used this dataset 
to develop our engagement prediction models. This first 8-week 
period was a crucial period of the intervention in which 
participants were expected to interact frequently with Carmen. 
On average, participants had 5.82 (SD=3.03) sessions with 
Carmen within the first 8 weeks, falling behind the intended 
weekly session schedule.   

 
3.1.2 Gabby: Agent for Preconception Care 
Gabby [28] is a web-based virtual agent designed to provide 
preconception care to young African American women in a 12-
month intervention (Fig. 1c). Prior to interacting with Gabby, 
users complete a survey questionnaire to identify their 
preconception care risks from a list of 108 possible risk factors, 
ranging from substance abuse and domestic violence to nutrition 
and exercise. During each session with Gabby, users are guided 
to select the identified risks that they want to discuss. For each 
risk, the agent explains the importance of the risk to pregnancy 
and recommends actions to address it. The intervention is 
designed for a recommended weekly session over the course of 
one year [28]. 

We collected user logs of 201 users who participated in a 12-
month randomized controlled trial to evaluate Gabby. As with 
Carmen, we extracted usage data of the first 8 weeks for each 
participant to develop our engagement prediction models. In this 
period, participants had an average of 2.89 sessions (SD=2.26) 
with Gabby, well below the recommended frequency of one 
session per week.  

 

 
Figure 1: Three agent systems used for engagement prediction: (a) desktop-based agent for physical activity promotion; 
(b) smartphone-based agent for atrial fibrillation; (c) web-based agent for preconception care. 
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3.1.3 Tanya: Agent for Atrial Fibrillation 
Tanya [21] is a smartphone-based agent that provides counseling 
to patients with atrial fibrillation (AF) in a 30-day intervention 
(Fig. 1b). The agent is designed to be used in conjunction with a 
mobile heart rhythm monitor that enables users to determine if 
they are in AF or not. During the conversation, the agent covers 
topics related to AF education, symptom education and 
reporting, medication adherence, proactive self-care, and quality 
of life assessment. She also provides instructions on how to use 
the heart rhythm monitor and promotes adherence to daily heart 
rhythm monitoring. 

We obtained user logs of 61 users who evaluated Tanya in a 
30-day randomized controlled study, and used data of the first 2 
weeks of interaction for each participant for our engagement 
prediction models. Compared to Carmen and Tanya, participants 
interacted with Tanya much more frequently in shorter sessions, 
averaging 11.25 (SD=5.72) sessions within the first two weeks.  

3.2 Engagement Prediction Tasks 
Given a user’s history of past interactions with an agent within 
an initial observation period (e.g. the first 4 weeks), our task is to 
predict whether the user will continue being engaged with the 
agent in the prediction period (e.g. the next 4 weeks). Given the 8-
week user logs of Carmen and Gabby, we used the interaction 
history of the first 4 weeks to predict a user’s engagement level in 
the next 4 weeks. The length of our observation period is similar 
to that used in previous work on prospective user engagement 
[30]. For Tanya, as the intervention only lasted in 30 days, we 
used data of the first week to predict a user’s engagement level in 
the second week. Similar to Sano et al.’s work  [31], we further 
broke down our task into two sub-tasks and developed separate 
classification models for each sub-task. 
 
Table 1: Summary of the interventions and prediction 
tasks 

 
 Carmen Gabby Tanya 

Behavior 
Physical 
activity 

Preconception 
care 

AF 
management 

Language 
English 
Spanish 

English English 

Intervention 
duration 

12 months 12 months 30 days 

Recommended 
use frequency  

Weekly Weekly Daily 

Observation 
period 

First  
4 weeks 

First  
4 weeks 

First  
week 

Prediction 
period 

Second 
4 weeks 

Second  
4 weeks 

Second  
week 

Moderately 
engaged 

1-3 
sessions 

1-3  
sessions 

1-6  
sessions 

Highly  
engaged 

>=4 
sessions 

>=4  
sessions 

>=7  
sessions 

 
 

3.2.1 Dropout Prediction 
This is a binary classification task in which we aim to predict if a 
user will stop interacting with the agent completely during the 
prediction period. Predicting user dropout is a crucial task, 
because if the user stops interacting with the agent, the 
intervention cannot have any further impact. Figure 2 shows the 
dropout rates of the three agent systems. The smartphone agent, 
Tanya, had the smallest dropout rate of 13.1% in the second week 
of the intervention. The dropout rate for Carmen was 19.3%, 
while Gabby had the highest dropout rate of 56.2% after the first 
4 weeks of interaction.  
 
3.2.2 Engagement Level Prediction 
This is a 3-class classification task in which we further classify 
users into three categories: dropout, moderately engaged and 
highly engaged users. A user is classified as ‘moderately engaged’ 
if he/she still continues working with the agent, but does not 
interact with the agent as frequently as recommended during the 
prediction period. In contrast, a user is classified as ‘highly 
engaged’ if he/she interacts with the agent at least as frequently 
as recommended. Having a finer-grained classification of user 
engagement enables intervention designers to further 
personalize their engagement boosting strategies. For example, if 
a system is designed to proactively send reminders to disengaged 
users, these reminders can be sent at different frequencies 
depending on whether the user is likely to stop using the system 
completely or is just moderately disengaged. 

With Carmen and Gabby, the recommended engagement in 
the first 8 weeks was one weekly session. Thus, we considered 
users as ‘moderately engaged’ if they had between 1-3 sessions 
in the second 4 weeks of the intervention (i.e. the prediction 
period), while ‘highly engaged’ users had at least 4 sessions with 
the agent within the prediction period. With Tanya, we classified 
users as ‘moderately engaged’ if they had between 1-6 sessions 
(i.e. less than one daily session), while ‘highly engaged’ users 
had at least 7 sessions within the second week of the 
intervention (i.e. the prediction period in Tanya). 

 

 
 
Figure 2: Distribution of users across three engagement 
levels for the three agent systems. 
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Figure 2 shows the number of ‘moderately engaged’ and 
‘highly engaged users’ in the three agent systems. The 
percentages of ‘highly engaged’ users in these systems were: 
2.5% for Gabby, 30.7% for Carmen, and 25% for Tanya. Table 1 
provides a summary of the three agent-based health 
interventions and our prediction tasks.  

3.3 Features 
We computed a total of 13 features in three categories during the 
observation period: session frequency, behavior, and dialogue 
features. The session frequency features were available in all the 
three agent systems. The behavior and dialogue features were 
only available in Carmen. 
 
3.3.1 Session Frequency 
This category consists of 5 features capturing the frequency and 
duration of sessions that the user had with an agent: 

Sessions: the total number of sessions with the agent in the 
observation period.  

Average Session Duration: the average duration of sessions 
(in minutes) in the observation period. 

First Session Duration: the duration of the first session (in 
minutes) in the intervention. We hypothesize that the first 
encounter with the agent is especially important, because it is 
when users form their first impressions of the agent and have an 
initial idea of the time and investment required in the 
intervention, as suggested in [33]. 

Min Days: minimum number of days between two 
consecutive sessions in the observation period. 

Max Days: maximum number of days between two 
consecutive sessions in the observation period. 

Average days: average number of days between two 
consecutive sessions in the observation period.  
 
3.3.2 Behavior 
This category contains 2 features that are specific to health 
behavior change interventions. Behavioral involvement has been 
considered a key component of engagement [32]. In this work, 
we hypothesize that there is a positive correlation between a 
user’s positive change in their health behavior and their 
engagement with the agent. We were only able to compute these 
features from Carmen’s user logs, and thus these features were 
specific to Carmen: 

Average Steps: the average number of daily walking steps in 
the observation period, as recorded by the pedometer. 

Percent Goal Met: the percentage of days that the user met 
their daily walking goal in the observation period.  

 
3.3.3 Dialogue 
This category contains 5 features related to the dialogue content 
and user input in their conversations with the agent. As with the 
behavior features, we were only able to compute these features 
for Carmen: 

User Utterances: the total number of user utterances in the 
observation period. 

Average Utterance Length: the average length (in words) 
of user utterances in the observation period. 

Percent User Questions: the percentage of user utterances 
that are formulated as a question to the agent (e.g. ‘Where are 
you from, Carmen?’). We hypothesize that higher percentages of 
user questions reflects higher levels of co-construction in the 
human-agent dialogue, which may lead to increased user 
engagement, as suggested in [13]. 

Percent Repeats: the percentage of user utterances that are 
requests for the agent to repeat her speech (i.e. when the user 
says the ‘Could you repeat that please?’ or similar options). A 
high percentage of repeat requests may indicate difficulty in 
understanding the agent’s speech, which may lead to decreased 
user engagement.  

Social Chat: the total number of social chat topics that the 
user has with the agent in the observation period. Social chats 
serve to build interpersonal relationship between the user and 
the agent, and thus can lead to increased long-term user 
engagement, as suggested in [11] [5]. 

For all of these features, we applied log transformation for 
highly skewed features, and scaled them according to the 
interquartile range to ensure all the features are on comparable 
scales.  

3.4 Model Training and Evaluation 
For each of the three agent systems, we developed a binary 
classification model and a 3-class classification model for the two 
engagement prediction tasks.  

We first divided each dataset into training and test sets with 
the ratio of 7:3. To address the problem of imbalanced classes in 
our datasets, we oversampled the minority classes in our 
training set using the synthetic minority over-sampling 
technique (SMOTE) [10]. We experimented with three 
classification algorithms: SVM, Random Forest, and Gradient 
Boosting classifiers. For each classifier, we tuned a set of 
hyperparameters on our training set using Grid Search with 5-
fold cross-validation. Gradient boosting generally performed the 
best among the three methods with our datasets, and thus we 
used it to train all our final models. We tuned 5 hyperparameters 
of our gradient boosting classifiers, including: number of tree 
estimators, learning rate, maximum depth of individual tree 
estimators, minimum number of samples required to split an 
internal node in a tree, and minimum number of samples 
required to be a leaf node in a tree.  

For Carmen, in addition to models trained on all 13 features, 
we also trained separate models for each of the three feature 
categories (session frequency, behavior, and dialogue). This 
allows us to examine the effectiveness of each feature category 
in predicting prospective user engagement.  

We evaluated the performance of our classification models on 
our held-out test set, using four metrics: accuracy, macro-
averaged F1, macro-averaged precision, and macro-averaged 
recall. For baseline comparison, we used a naïve classifier which 
always predicts the majority class.  
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4 RESULTS AND DISCUSSION 
In this section, we first report results of our engagement 
prediction models trained using the Session Frequency feature 
category only, which was available in all the three agent 
systems. We then present results of our models trained using the 
entire feature set on the Carmen dataset. 

4.1 Session Frequency-based Models 
Table 2 shows the performance results of our dropout and 
engagement level classification models trained using the Session 
Frequency sessions only. All models outperformed the naïve 
classifier in terms of precision and recall. The accuracy of the 
dropout prediction models ranged from 0.743 (F1=0.65) in 
Carmen to 0.738 (F1=0.729) in Gabby and 0.895 (F1=0.842) in 
Tanya. The accuracy of our 3-class engagement level prediction 
models ranged from 0.543 (F1=0.534) in Carmen to 0.656 
(F1=0.454) in Gabby and 0.629 (F1=0.631) in Tanya. In all our 
models, the Sessions feature (i.e. the total number of sessions that 
user had with an agent during the observation period) was 
shown to be the most important feature.  

4.2 Models Using the Entire Feature Set 
4.2.1 Model Performance 
Table 3 presents the performance results of our dropout and 
engagement level prediction models trained on the Carmen 
dataset using each of the three feature categories and a 

combination of all features. All models outperformed the 
baseline classifier in terms of precision and recall. Out of the 
three categories, behavior features were shown to be the most 
effective in predicting prospective engagement. For dropout 
prediction, the model trained only with behavior features 
achieved an accuracy of 0.8 (F1=0.728). Our final model trained 
on the entire feature set performed the best, with an accuracy of 
0.829 (F1=0.757) for dropout prediction and 0.66 (F1=0.66) for 
engagement level prediction. For comparison, Sano et al.’s 
dropout prediction model (which was trained on a much bigger 
dataset using a set of 338 features and a longer observation 
period of 8 weeks) achieved an accuracy of 0.776 [31]. 
 
4.2.2 Feature Importance 
Figure 3 presents the most important features with large weights 
(>=0.1) learned by our dropout and engagement level prediction 
models when trained on the Carmen dataset with the entire 
feature set. The top 6 most important features in the dropout 
prediction models included 4 dialogue features (number of user 
utterances, percentage of user questions, percentage of repeat 
requests, and number of social chat topics completed), along 
with the number of sessions and the percentage of daily goals 
met by the user in the observation period. The top 4 most 
important features with weight >=0.1 in our engagement level 
prediction model included the number of sessions, the number of 
user utterances, the percentage of daily goals met and the 
percentage of repeat requests. Results of Pearson’s correlation 
analysis showed that there were significant, positive correlations 

Table 3: Performance of the dropout and engagement level prediction models trained on Carmen using different feature categories 
 

 Dropout Prediction Engagement Level Prediction 

 Accuracy F1 Precision Recall Accuracy F1 Precision Recall 

Baseline 0.807 0.447 0.404 0.5 0.5 0.222 0.167 0.333 

Session Frequency 0.743 0.65 0.657 0.645 0.543 0.534 0.555 0.564 

Behavior 0.8 0.728 0.7384 0.72 0.571 0.58 0.614 0.601 

Dialogue 0.743 0.65 0.657 0.645 0.543 0.542 0.552 0.601 

All 0.829 0.757 0.786 0.739 0.66 0.66 0.683 0.678 

 

 

 

Table 2: Performance of the dropout and engagement level prediction models trained using the Session Frequency features only 

 

 Dropout Prediction Engagement Level Prediction 
Accuracy F1 Precision Recall Accuracy F1 Precision Recall 

Carmen 
Baseline 0.807 

 
0.447 
 

0.404 
 

0.5 0.5 0.222 0.167 
 

0.333 
 

Session Frequency 0.743 
 

0.65 
 

0.657 
 

0.645 0.543 0.534 0.555 0.564 

Gabby 
Baseline 0.639 

 
0.390 
 

0.320 0.5 0.562 0.428 0.461 0.530 

Session Frequency 0.738 0.729 0.728 0.745 0.656 0.454 0.493 0.560 

Tanya 
Baseline 0.869 0.465 0.434 0.5 0.639 0.26 0.213 0.333 

Session Frequency 0.895 0.842 0.842 0.842 0.629 0.631 0.651 0.658 
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between the number of sessions in the prediction period and 
number of sessions, the number of user utterances, the number of 
social chats, the percentage of user questions, and the percentage of 
daily goals met in the observation period. 
 
4.2.3 Effects of Observation Length 
To examine the effect of the observation length on prediction 
performance, we varied the observation period from 1 week to 4 
weeks while maintaining the prediction period as the next 4 
weeks following the observation period.  

Figure 4 presents the accuracy and F1 score of our dropout 
and engagement level prediction models across 4 different 
observation lengths for the Carmen dataset. Increasing the 
observation length from 1 week to 4 weeks led to 56% 
improvement in F1 score for dropout prediction and 73.8% 
improvement in F1 score for engagement level prediction. A 
substantial increase in the prediction performance was achieved 
when moving from 2-week to 3-week observation, especially for 
the dropout prediction task. Using data from the 3-week 
observation, the dropout prediction model achieved a reasonably 
good performance (accuracy=0.857, F1=0.730). This suggests that 

we could potentially start detecting user dropout after the first 
three weeks of an intervention instead of waiting for the full 4 
weeks, for interventions lasting 5 weeks or longer. 

5 CONCLUSIONS 
We reported the results of machine learning–based models that 
can predict user engagement in longitudinal virtual agent-based 
health interventions. Prediction accuracies are very good for 
predicting dropouts, and moderately good for predicting more 
fine-grained classes of user engagement.  

Our finding that several dialogue features are important in 
predicting engagement indicates that several aspects of health 
counseling dialogue are not only important for user satisfaction 
and health outcomes, but for maintaining long-term retention as 
well. The importance of social dialogue, in particular, reinforces 
earlier findings that social, “off task” talk plays an important role 
in many task-oriented conversations [1,2]. While our datasets 
were all from virtual agent-based health interventions, we 
believe our methods and findings generalize to a much wider 
class of longitudinal interventions.  

 
 

Figure 3: Most important features with large weights in the dropout and engagement level prediction models. 
 
 

 
Figure 4: Performance of the dropout and engagement level prediction models across different observation lengths. The 
performance of the baseline models is included for comparison.  
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Future work includes the development of more accurate 
models, and the design of re-engagement interventions a virtual 
agent can use when user dropout is predicted, taking into 
account all that is known about the user’s personal 
characteristics and discourse and interaction history. 
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