
  

  

Abstract— Intimate relationships are crucially important in 
all human societies, yet many relationships are in some degree 
of distress. Couple psychotherapy has been demonstrated to be 
effective at reducing relationship distress, yet most couples do 
not seek help from professionals. Automated couples counselors 
could provide help to many couples who avoid professional help 
due to cost, logistics, or discomfort disclosing personal 
problems. We explore reactions to and acceptance of a 
humanoid robot that takes the role of a couples counselor in 
promoting positive communication skills among asymptomatic 
intimate couples. Couples were comfortable with the robot in 
this role; displaying intimate behavior during the counseling 
session. They followed the directions of the robot in practicing 
interpersonal communication skills, were largely satisfied with 
the experience, and described several advantages to working 
with a robot compared to human counselors or self-help 
materials. 

I. INTRODUCTION 

Intimate dyadic relationships are the hubs of the social 
network of our species. On average, throughout the world, 
more than 85% of people marry by age 50, and in Western 
countries the majority of those who do not marry enter 
cohabiting relationships. However, despite high initial hopes 
and relationship satisfaction, relationship distress is very 
common, with very high rates of divorce in developed 
countries (e.g., 43% of all first marriages in the US end in 
divorce). Rates of relationship distress and dissolution are 
even higher for cohabiting couples [1]. 

Relationship distress and divorce can take a staggering 
toll on our society. Relationship distress and depression are 
significantly associated with anxiety disorders, drug and 
alcohol abuse, poor work performance, and overall health and 
well-being [2]. Distressed couples also have poorer 
interactions with their children, with more prevalent 
aggression and hostility and less parental involvement and 
support, impacting the high rate of depression and suicide 
among children and young adults [3].  Marital dysfunction 
has been estimated to cost the US alone billions of dollars 
annually [4]. 

In response to these problems, many schools of couple 
psychotherapy have emerged over the last few decades, and 
the number of marriage and family therapists have exploded, 
with one estimate that there are over 1.8 million people in the 
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US currently undergoing relationship counseling [5]. Many 
studies and meta-analyses have demonstrated that marital 
therapy is efficacious, resulting in increased relationship 
satisfaction [6]. However, most people who suffer from 
relationship distress do not seek help.  Some of the most 
frequently cited barriers include treatment cost, logistical 
challenges such as lack of time, and a preference to solve 
problems on one’s own. Several relationship researchers have 
called for the development of nontraditional marital 
interventions that are more accessible to a greater number of 
couples [7]. 

In our work, we are developing an automated, humanoid 
robotic couples counselor.  Although many health counseling 
agents have been developed and tested in clinical trials using 
virtual screen-based agent embodiments, we feel that an 
anthropomorphic robot provides unique affordances in 
couples counseling. As other research in multi-party 
interaction has demonstrated, compared to a virtual agent, a 
robot can more effectively manage turn-taking in a 
conversation with multiple humans by using its head 
orientation and gaze as deictic cues to select the recipient of a 
specific statement or request. Virtual agents suffer from the 
“Mona Lisa” effect, which limits the communicativeness of 
their gaze [8]. In addition, robots can be more persuasive than 
virtual agents, based merely on their physical presence.   
Bainbridge, et al., compared a video-displayed robot with a 
physically co-located robot. Their study showed that 
participants in the co-located condition were more likely to 
fulfill an unusual instruction from the robot and gave the 
robot greater personal space, compared to those in the video 
condition [9]. A physically co-located robot thus may be 
more appropriate for a task requiring trust and compliance 
such as ours. Robots may also have some advantages in 
comparison to human counselors. For example, people are 
often more comfortable disclosing difficult issues to 
automated agents or robots compared to other people due to 
social desirability bias [10].  

In this paper we report the results of an initial pilot study 
to determine whether intimate couples would accept a robot 
in the role of a couples counselor, whether they feel 
comfortable engaging in intimate behavior in front of the 
robot, and whether they follow the directions of the robot 
when asked to practice positive relationship skills. If 
successful, this type of robot could be a new kind of 
“relational agent” that serves to improve the quality of the 
human-human relationships of its users, and thereby have a 
positive impact on society. 

II. COMMUNICATION IN INTIMATE RELATIONSHIPS 

The ability to communicate effectively is essential for 
maintaining a happy and satisfying relationship. Research 
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has shown that "communication deficits precede the 
development of marital distress" [11] and negative 
interaction patterns such as criticisms, defensiveness, 
contempt, and listener withdrawal are predictive of marital 
instability and divorce [12]. Many individuals turn to self-
help books for relationship advice. In 2008, 13.5 million 
relationship self-help books were sold in the US [13]. 
However, many self-help books are ineffective because 
much of the advice they offer is neither grounded in 
empirical research [14], nor tailored to the needs of each 
individual couple. 

There are several theoretical frameworks for couples 
counseling. Frameworks such as Emotional Couples 
Therapy and Behavioral Couple Therapy are intended to 
remediate specific relationship problems in distressed 
couples [15]. In contrast, Couples Relationship Education is 
designed to strengthen non-distressed relationships and be 
more preventive in nature. This framework uses structured 
education to teach couples about relationship knowledge, 
attitudes, and skills. These programs are typically 12-15 
hours long and include modeling, rehearsal, and feedback of 
skills, as well as activities that promote beliefs and attitudes 
associated with healthy relationships [16].  

III. RELATED WORK 

A. Health Counseling Agents 
Several virtual agents have been developed to deliver 

health counseling in various areas, such as exercise 
promotion [17, 18] and medication adherence [19], with 
generally positive results. In a study evaluating a virtual 
agent whose role is to explain a hospital discharge 
instruction, users reported higher satisfaction with the agent 
compared to a human nurse because "felt they could take as 
much time as they needed, and did not feel embarrassed 
asking the computer agent to repeat itself" [20]. Several 
robots have also been successfully used in healthcare: to 
promote healthy eating habits [21], to help people maintain 
a healthy weight [22], to increase social behaviors in 
children with autism [23], and to improve the quality of life 
of older adults with dementia [24]. All of these agents and 
robots were designed to interact with a single user at a time. 

B. Multiparty Agents 
Several researchers have investigated humanoid agents and 

robots that are able to interact with multiple humans at one 
time. Their studies have focused on more complex turn-
taking strategies [25-27], engaging multiple users [28-30], 
and speaker and addressee detection [31-34]. Other studies 
have investigated non-verbal behaviors in human group 
interactions to estimate group cohesion [35], dominance [36, 
37], and agreement/disagreement [38, 39]. In behavior 
generation, Mutlu, et al. [40] have shown that gaze cues from 
a humanoid robot can shape participants’ conversational 
roles. Matsuyama et al. [40] developed a framework for 
facilitation robots that can increase the feelings of group 
cohesion in users. Finally, Vroon, et al. [41] studied the 
social positioning patterns of a robot interacting with a 
human group. Although these studies have demonstrated that 
agents and robots are capable of appropriately responding to 
multiple individuals in a single setting, this capability has not 

to our knowledge been investigated in a health counseling 
context. 

IV. DESIGN 

Our robotic couples counselor is designed to interact with a 
human dyad in a private room in the same way a human 
couples counselor does (Fig. 1). Users are seated in chairs in 
front of the counselor so that they can interact both with the 
counselor and each other. The counseling session is designed 
to be approximately 30 minutes long, and incorporates 
standard communication skills training techniques from 
Couples Relationship Education. We decided to focus on 
positive communication skills because they are important for 
all couples, can be simulated without detailed knowledge of a 
particular couple’s problems, and allowed us to minimize risk 
by working only with asymptomatic couples. We explicitly 
excluded couples that had any history of domestic violence.  

 
Figure 1. Couple Interacting with Robot Counselor 

The robot is a humanoid head developed by Furhat 
robotics (Fig. 2). It has an animated face, back-projected on a 
translucent mask, mounted on a two degree-of-freedom 
mechanical neck that allows it to direct its attention using eye 
gaze and head pose [42]. The robot’s speech is generated 
using the Windows speech synthesizer and lip movement is 
synchronized using viseme callbacks from the text to speech 
engine. Eyebrow raises (for emphasis) and gaze toward/away 
from users (for turn taking) are generated using BEAT [43]. 
Dialogue is modeled in hierarchical transition networks using 
a state chart-based XML formalism. The system was 
implemented in the open source dialogue system framework 
IrisTK [44]. In order to assess initial acceptance of the robot 
counselor without implementing full natural language 
understanding, user utterances were interpreted by a research 
assistant in a Wizard-of-Oz framework [45].  

The robot maintains the initiative throughout the session, 
congruent with its role as a high-status expert counselor. 
Turn-taking is regulated by selecting the next speaker using 
both robot gaze and speech-based reference to users’ given 
names (programmed into the dialogue system prior to the 
start of the session). During user speech, the research 
assistant controls the robot’s listening behavior, directing 
gaze at the speaker and displaying “backchannel” behaviors 
including head nods and verbal acknowledgments.  

 



  

 

Figure 2. Counselor Robot 

Each 30-minute session begins with the robot introducing 
itself then asking the couple about the history of their 
relationship. Next, two communication skills are introduced: 
Active Listening and Effective Speaking. Active Listening is 
a method to understand a speaker’s message accurately and 
to communicate that understanding to the speaker to 
demonstrate empathy [46]. The goal of Effective Speaking is 
to communicate feelings and needs in a clear, non-
judgmental manner. It includes several strategies such as 
using “I statements” (e.g., “I value a clean home” instead of 
“You are a slob”), and avoiding words that communicate 
inflexibility such as “always” or “never” [46] . For each 
skill, the robot first describes the skill, then models the skill, 
asks the couple to practice the skill with each other, and 
finally provides feedback to the couple on how well they 
used the skill. The robot ends the session with a summary 
and reflection. 

V. PILOT EVALUATION  STUDY  

To assess acceptance of the robotic couples counselor, we 
conducted a quasi-experimental study with counseling 
sessions held in a usability laboratory, with measures 
collected prior to and immediately following each session, as 
well as 30 days after the session via a web form. Each 
counseling session and a subsequent semi-structured 
interview were videotaped. The study was approved by the 
University IRB and participants were compensated for their 
time. 

A.  Study Protocol 
Participants were recruited from an online job-posting site 

and our University web portal, and were required to be at 
least 18 years old, able to speak and read English, and have 
been romantically involved with their current partner for at 
least a year.  

Couples were excluded if they indicated any history of 
domestic violence, using the Conflict Tactic Scale [47]. In 
addition, the IRB required us to develop a safety protocol to 
address situations in which couples become violent or 
abusive during the counseling session. 

B. Behavioral Measures 
Interactions were videotaped and participant behavior was 
coded to determine the extent to which participants followed 
the robot’s instructions when requested to practice 
communication skills. Separate fidelity measures were 
defined for each of the two skills (Active Listening and 
Effective Speaking, Table I) to assess how well participants 
performed the communication skills. Each instance of 
participant behavior was scored on a 0-10 scale by two 
judges separately with disagreements resolved by consensus. 
Adequate inter-rater reliability was demonstrated, with 
interclass-correlation of 0.9 for Active Listening and 0.8 for 
Effective Speaking. In addition, a semi-structured interview 
was conducted with the couple at T1 to probe their reactions 
to the robotic counselor. 

TABLE I.  COMMUNICATION SKILL FIDELITY MEASURES 

Skills Behavior of 
Interest Operational Definitions 

Active 
Listening 

Attentiveness Steady gaze, direct body orientation, 
leaning forward. 

Backchannels Head nods, vocal assenting behaviors 
(“uh-huhs”) 

Indicators of 
understanding 

Any of the following: 
1) Paraphrasing (the listener repeated 
back what the speaker said). 
2) Clarifying (the listener asked the 
speaker questions to ensure that a 
correct message has been received) 
3) Direct expression of 
understanding (e.g.: “I agree!” “I’m 
sorry to hear that!”) 
4) The listener responds with a 
statement or a question relevant to 
the speaker’s message. 
 

Effective 
Speaking 

Gentle 
introduction 

The speaker brings up the issue with 
a greeting or other kinds of opening 
statement. 

Using “I 
statement” 

The statement focuses on the 
speaker's feelings or beliefs (“I feel 
abandoned and worried when you 
consistently come home late without 
calling”) rather than the listener's 
beliefs or feelings attributed by the 
speaker ("Why are you never home 
on time?") 

Validation 
The speaker communicated sincere 
understanding and acceptance of the 
partner’s feeling or opinion 

Respect 
Gaze/head/body oriented towards the 
listener, warm facial expression, and 
gentle tone. 

B. Self-Report Measures 
In addition to sociodemographic measures, the following 
measures were collected immediately prior to the session 
(T0), immediately after the session (T1), or 30 days after the 
session via web form (T2).  



  

• Attitudes Toward Robotic Facilitator, collected at T1 
(Table II). The scale ranges from 1 (not at all) to 7 (very 
much) 

• Enjoyment of the interaction, collected at T1, to assess  
the enjoyment of the interaction, with a four item 
composite scale, adapted from [48]. The scale ranges 
from 1 (not at all) to 7 (a great deal). 

• Positive and Negative Affect Scale (PANAS) [49], 
collected at T0 and T1 to assess changes in emotional 
state during the session. The scale ranges from 1 (not at 
all) to 5 (extremely) . 

• Inclusion of Other in the Self (IOS) [50], collected at T0 
and T1, to assess changes in couples’ perceived 
interpersonal closeness during the session. It is a seven-
point graphic (visual analogue) scale. 

• Perceived partner’s responsiveness to the self, collected 
at T1, to assess partner’s responsiveness during 
interaction with a four item composite scale (“My 
partner seemed to really listen to me.”, “My partner 
seemed interested in what I am thinking and feeling.”, 
“My partner was on ‘the same wavelength with me’.”, 
“My partner was responsive to my questions/answers.”, 
on a scale of 1:Not true at all to 7:Very true). 

• Active Emphatic Listening (AELS), measured at T1, to 
assess perceptions of partner empathy during interaction 
(adapted from [51]). The scale ranges from 1 (not at all) 
to 7 (a great deal). 

• Relationship Quality (Perceived Relationship Quality 
Component Inventory, PRQC [52]), Relational Trust 
(Trust in Close Relationship Scale, TCR [53]), and 
Communication Quality (Communication Pattern 
Questionnaire, CPQ-SF [54]) were all measured at T0 
and T2 to assess longitudinal effects of the counseling 
intervention. 

TABLE II.  ROBOTIC FACILITATOR RATINGS 

Ratings of Robotic Facilitator 
(Anchors 1:Not at all – 7: Very much) 

Mean 
(SD) p* 

How satisfied are you with the facilitator? 5.4 (1.3) < 0.01 
How effective was the facilitator at leading 
the session? 6.1 (0.8) < 0.01 

How satisfied are you with the interaction 
experience?  5.7 (1.3) < 0.01 

How much do you like the facilitator? 5.5 (1.6) < 0.01 

How much do you trust the facilitator? 5.1 (2.0) < 0.01 

How natural was the facilitator’s behavior? 4.6 (1.7) < 0.05 

How helpful was the facilitator in getting you 
involved in the interaction? 5.8 (1.1) < 0.01 

How much would you like to continue 
working with the facilitator? 4.9 (1.0) < 0.05 

How natural was the interaction? 4.9 (1.6) < 0.01 

How interesting was the facilitator 4.8 (1.8) < 0.01 
Would you rather have a live human 
facilitator lead the interaction? 4.7 (2.0) < 0.1 

*One-sample Wilcoxon signed-rank test demonstrating difference from a neutral score of “4”. 

VI. RESULTS 

We recruited 36 volunteers (18 couples) for the study, of 
which 2 couples were screened out because of a history of 
physical abuse. The average age of the 32 participants was 
25.1 (range 19 to 76). All had some college education, and 
63% were students. All couples were heterosexual and had 
never participated in a couples counseling session. Of the 16 
couples, 7 were seriously dating (do not date other people), 7 
were in cohabiting relationship, and 2 were married and were 
living together. The length of the couples' relationships 
ranged from 1 to 46 years. 

A.  Behavioral Results: Intimate Behavior 
We observed several examples of intimate behavior 

during the counseling sessions, indicating that couples were 
comfortable with the robot and experimental set-up. Non-
verbal intimate behaviors included touching, hand-holding, 
and close proximity during interactions (3). Verbal 
intimate/affectionate behaviors included intimate self-
disclosures (e.g., “I’m excited to see my mom because I miss 
her.”), caring statements (e.g., “I love you”), compliments 
(e.g., “Hi beautiful!”), supports statements (e.g., “Well if you 
study for the next one you'll bounce back!”), empathetic 
statements (e.g., “I’m sorry to hear that you’re stressed …”) 
and idiomatic terms of endearment (e.g., sweetheart, babe, 
bud). 

 

 
Figure 3. Example Couple Intimate Behavior During Sessions 



  

B. Behavioral Results: Fidelity 
Participants actively engaged in practicing 

communication skills when requested by the robot. There 
were no instances in which participants refused to comply 
with the robot’s request to engage in practice or role-
playing. In addition, participants exhibited good fidelity to 
the robot’s recommendations. For Active Listening, the 
average fidelity rating (0-10, with 10 perfect) from the two 
coders was 8.9 (SD = 0.9), and for Effective Speaking the 
average fidelity rating was 8.8 (SD = 1.0). 
  

C. Self-Report Results 
1) Attitudes Towards Robot: The ratings for the robot 

were generally positive across all participants (Table II). No 
gender effects were found on the ratings of the robot. 
Participants rated the robot high on satisfaction, 
effectiveness in leading the discussion, and getting 
participants involved in the discussion, and they were 
generally satisfied with the interaction experience. 
Participants found the robot likeable and trustworthy, and 
expressed a desire to continue working with the robot. One-
sample Wilcoxon signed rank tests demonstrated that most 
ratings were significantly better than a ‘neutral’ score of 4.  

2) Enjoyment of the Interaction: Couples generally 
enjoyed the interaction with the robot and with each other 
(M=5.5, SD=1.1, Cronbach’s α=0.84), and the response was 
significantly better than a ‘neutral’ score of 4 (one-sample t-
test, p < 0.05). 

3) Positive and Negative Affect: There was a significant 
decrease in negative affect after the session (M=12.1, 
SD=2.9) compared to before (M=14.8, SD = 5.8), paired 
t(31)=3.5, p<0.05. There was also trending increase in 
positive affect after the session (M=32.7, SD=8.6) compared 
to before (M=31.2, SD=8.9), paired t(31)=-2, p=.056. 

4) Interpersonal Closeness (IOS): We did not find 
significant differences before (M=5.5, SD=1.2) and after 
session (M=5.6, SD=1.2) on self-reported interpersonal 
closeness. A non-parametric two-way analysis of variance 
yielded a main effect for the participant’s gender, F(1, 
4.1)=53.6, p<0.05, with females reporting feeling 
significantly closer to their partners than males.   

5) Responsiveness of Other: Participants rated their 
partner’s responsiveness high (M=6.1, SD=1.2, Cronbach’s 
α = 0.95), and this was significantly greater than a ‘neutral’ 
score of 4 (one-sample t-test, p <0 .05). There were no 
gender effects. 

6) Active-Emphatic Listening: Couples also rated their 
partners’ active and empathic listening skills generally high 
(M=5.6, SD=1.1), and this was significantly greater than a 
‘neutral’ score of 4 (one-sample t-test, p < 0.05). There were 
no gender effects. 
7) 30-day Follow Up: 21 participants (66%, 14 from the 
same couple) completed the 30-day (T2) follow up 
questionnaire on the web. Participants’ perception of their 
partners’ relational predictability (TCR subscale) was 
significantly higher at T2 compared to T0 (36.0 vs. 30.8, 
paired Wilcox, p<0.001). No other significant differences 

were found relative to baseline (T2-T0) on Relationship 
Quality, Relational Trust, or Communication Quality. 

D. Qualitative Results: Impressions of the Robot Counselor 
At the end of each session, we conducted semi-structured 

interviews to elicit couples experience of the interaction and 
suggestions for improvement. Our interviews were 
transcribed and coded using thematic analysis techniques. We 
started with open coding, followed by clustering of relevant 
codes into common themes using the affinity diagramming 
method. Four main themes emerged related to self-disclosure, 
group set-up, interactivity, and need for tailoring.  

1) Feelings of no-judgment: Consistent with previous 
research on increased self-disclosure with virtual humans 
[Gale,Gratch, 2014], participants expressed their comfort in 
sharing their thoughts and feelings with the robot, because 
"robots don't judge" [C7,P1]. For example, "I think you can 
get people to potentially be more honest with a robot rather 
than a human because […] naturally people felt like humans 
are judging them especially if you're talking about personal 
things so they might hold back on what they might say […]" 
[C4,P2]. Many participants expressed similar feelings as 
described in this statement: "It is sort of embarrassing to talk 
about these private things with a person" [C5,P2], in 
contrast, interacting with robots "feels more anonymous" 
[C15, P1] and private because there were just the couple and 
the robot in the room. Consequently, this made them feel 
more "comfortable to speak up" [C8,P1] and free to "being 
completely our self" [C13,P2]. Potentially, couple 
counseling with robots can be a good alternative for those 
"who fear going to counselors because they don't want to 
share something with someone" [C18,P1]. 

2) Benefits of conjoint sessions: Our results highlight 
the benefits of counseling sessions held with both members 
of a couple compared to individual sessions with each 
partner. As one participant said "with a relationship, it's not 
really something that you can work with one person" 
[C13,P1], both parties have to work together. One 
participant gave an example of a situation where it would be 
helpful to sit together in a counseling session: "let’s say it 
was a couple who constantly did have some conflict and did 
have issues, I think that being together and touching on 
these issues would be helpful" [C12,P1]. The group set-up 
enabled couples to exchange non-verbal message 
instantaneously, for example: "I liked the fact that we were 
together because sometimes the robot would say something 
and then we would both look at each other and we 
understood what she was saying, we lived a certain situation 
like that" [C6,P1]. It also allowed couples to role-play the 
skills with their partners, instead of just with the robot, 
which is a more "meaningful experience" [C14,P2]. By 
being there together, they were able to "build off each other” 
[C14,P2]. The group set-up was also thought to be more 
"fun" [C7,P1] and helped users to get comfortable with the 
robot: "I think I would have been uncomfortable if it was just 
me alone with the robot in the room so it was nice to do it in 
a group"[C11,P2]. 

3) Learning communication skills through practice: 
When we asked the participants whether they would prefer 



  

reading self-help books or watching videos to having a 
couple education session led by a robot for learning 
communication skills, most participants said they would 
prefer interacting with the robot. One reason mentioned was 
because "it was a two-way communication" [C7,P2]. They 
also liked that "the robot was actually leading the 
discussion" and then guiding them through the role play: "It 
does force you to do the role playing thing. Like I can 
imagine reading something and it suggesting 'oh at this 
point you should role play this with your partner' and me 
being like yeah okay not really going to do." [C15,P1]. 
Interactivity was also cited as being a key characteristic of 
the interaction. When reading a book and watching a video 
"there's the potential to be distracted" [C14,P1], in contrast, 
the robot "guides you into stopping and starting” [C14,P2] 
so there's less chance to be distracted. In line with 
constructivism as a theory of active learning [refs], 
participants appreciated that they "had to actually practice" 
[C6,P1] during the session. Another participant said, "I learn 
more when I do things" [C6,P2].  

4) Opportunity for tailoring: While participants like the 
robot's general teaching strategy and facilitation, the 
scenarios that we scripted for role-playing practice were "a 
little hard to imagine" [C9,P1]. Participants suggested that 
we use "a scenario that happened recently” [C15,P2]. For 
example, Couple 15 suggested "if in the beginning she [the 
robot] said something like what is something you disagree 
about? … and then use that in the examples" [C9,P2]". A 
couple also suggested that we tailored the content of the 
counseling according to each couple's need: "I think our 
communications are pretty good based on the stuff we 
learned today so maybe what would be more helpful to us 
would be a different skill like how to motivate each other" 
[C12,P1]. 

5) Preference for human facilitators: Most (53%) 
participants indicated they would rather have couples 
counseling with a human facilitator than a robot (last item in 
Table II), and several comments in the interview supported 
this. One basis is users' non-acceptance of robots in this role. 
A 67 years old participant said that she just "could not take it 
seriously" [C10,P1]. Another reason is the feeling that a 
human counselor would be more empathetic: with a human 
"you would sort of bond with them" [C13,P2]; "a human 
would be more sensitive" [C14,P1]. One participant also said 
that she/he "would just trust the human expertise 
better"[C15,P1]. Human facilitators would also be able to 
intervene "if some confrontation had happened" [C15,P2]" 
or "if a fight erupts" [C6,P2]. 19% of participants indicated 
either a human or robot would be acceptable as a couples 
counselor, depending on the goal of the counseling: “As 
education maybe the robot, but as mediation or counseling 
because of a problem, maybe a human”[C3,P1].  

6) General impression of the robot: Several words were 
used to describe participants’ first impression of the robot 
including: “funny”, “excited” and “cool”: "[...] I thought it 
was really cool" [C13,P2]; but also “weird”, “surprised”, 
and “anxious”: "I had no idea what to expect when I walked 
in the room" [C15,P2]. Over time, however, participants 
were able to accept it: "at first it was like: Woah! and then 

you get used to it"[C15,P1]. The most frequently mentioned 
physical aspects of the robot were its hair: "I liked her pink 
hair!" [C6,P1]; "I would have liked the wig to be a little 
more normal" [C9,P1]; and its body: "We felt there was 
some sort of presence in the room with us but maybe  some 
body parts would make it feel even more [...]"[C6,P2]; "I 
don’t think I would want like a full body [C11,P1] I think 
that might be more intimidating [C11,P2]". Participants 
thought the robot did a really good job at facilitating the 
session and was personalized: "She was very personalized, 
she kept saying our names and it was like having a 
conversation with a person so that was a good thing 
[C8,P2]. 

VII. DISCUSSION 
Our study set out to examine the acceptability of a robot 

designed to facilitate communication skills building sessions 
for intimate couples. Study participants were very accepting 
of the robot in this role, expressing high degrees of 
satisfaction with, liking of, and trust in the robot. They 
perceived the robotic counselor as being adept at leading the 
discussion and getting participants involved in the 
discussion.  Participants also found the interaction enjoyable, 
and their change in PANAS scores demonstrated that the 
interaction improved their mood. These findings 
demonstrated that couples reacted positively to the robotic 
couples counselor. 

Perhaps most importantly, participants followed the 
direction of the robot to practice and role-play positive 
communication skills with the robot and each other. Based 
on the post-session interview data, participants expressed 
that role-playing helped them apply the skills and that they 
learned more by practicing skills than merely watching 
videos or reading about them. This finding is consistent with 
the types of interventions that have produced positive 
outcomes for couples with human facilitators [55].  
Objective ratings from two coders demonstrated that the 
participants did follow the guidelines of good 
communications when practicing, and subjective ratings 
demonstrated that participants perceived their partners to be 
responsive, and listening actively and empathetically. 
"Learning by doing" is the key idea of experiential learning, 
a powerful and proven pedagogical approach developed in 
early 1970s by Kolb [56].  

Review of the videotaped sessions and interviews also 
revealed that participants felt comfortable talking about their 
relationships and showing affection with each other in front 
of the robot. Indeed, several of our participants said during 
their post-session interviews that they would feel more 
comfortable discussing personal concerns with a robot than 
with a person. These feelings seem to come from a sense of 
anonymity; that no person was watching or judging. In the 
literature, anonymity has been linked to greater disclosure 
[56]. This result is encouraging given that many couples 
with problems do not seek therapy because they feel their 
marital problems are too private to be shared with an 
outsider [57], implying that for many, a robotic counselor 



  

may actually be preferable to a human in this role.  

A. Future Work 
Our future work encompasses the development of a fully-

automated robotic couples counselor, based on our 
experience with and data collected from this pilot study. In 
addition to the challenges of managing such interactions 
with imperfect speech recognition and natural language 
understanding, we see turn-taking and automated assessment 
of communication skill fidelity as particularly interesting 
research challenges. Extending therapy to multiple sessions 
in longitudinal treatment is also an important direction of 
future research. Importantly, adequate strategies for de-
escalating conflict during a couples counseling session must 
also be developed before such systems can be used to 
intervene on a wider range of relationship problems.  

B. Limitations 
Our study has many limitations, beyond the small 

convenience sample of couples used. Our quasi-
experimental study was an initial step in testing acceptance 
and feasibility: true assessment of efficacy must be 
performed in a randomized, controlled trial. We also note 
that the majority of participants did state that they would 
have preferred to work with a human couples counselor 
rather than the robot. As with most automated counseling 
systems, we do not see our robot as a replacement for human 
counselors, but a support tool for those couples who are 
unable or unwilling to see a human therapist, or even as an 
adjunct to conventional therapy. We also note that our 
measure of fidelity may be inflated due to the demands of 
the research setting.  Finally, we recognize that we have only 
implemented a tiny fraction of what human couples 
therapists do, especially with symptomatic couples that have 
specific, ongoing problems. Many problems in natural 
language understanding, discourse modeling, and the 
automation of therapeutic protocols must be solved before 
our robot could be seen as a true therapist, and referring to it 
at this point as a true couples "counselor" is perhaps a 
stretch. 
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